EARLY DETECTION OF LUNGS CANCER USING MACHINE LEARNING ALGORITHMS
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Abstract: Medical healthcare systems store a large amount of clinical data about patients related to their biographies and disease information. Doctors use clinical data for the early detection of diseases that helps with proper patients’ treatments to save their lives. These clinical systems are helpful in detecting cancer diseases at early stages to save people’s lives. Lung cancer is the third largely spreading disease in human beings all over the globe, which may lead so many people to death because of inaccurate detection of their disease at the initial stages. Therefore, this study will help doctors and radiologists in the detection of lung cancerous and non-cancerous patients at early stages with a random forest algorithm to save patients’ lives. In this research work, a new and novel model based on random forest algorithm was employed to detect lung cancer from the Wisconsin data set. Lung cancer was detected at early stages, and it was decided whether targeted patient was cancerous or non-cancerous. This experimental outcome showed that the proposed methodology achieved an accuracy rate that was better compared to previous studies for early detection of lung cancer.
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Introduction
It is well said, “Health is Wealth”. However, a huge number of human beings die yearly because of different diseases; cancer is also prominent among those diseases. There are many cancers like skin cancer, breast cancer, Lungs Cancer etc. Cancer is a widely and rapidly spreading disease in human beings. A huge number of human beings die every year because of this disease. Lung cancer is the third largely spreading disease in humans all over the globe, which may lead many people to death because of inaccurate detection of their disease at the initial stages. It is also estimated that nearly 10,000 new lung cancer patients are detected annually in Pakistan.

Table 1: Problem Statement and this Research was organized on following bases.

<table>
<thead>
<tr>
<th>Problem Statement</th>
<th>Purpose Methodology</th>
<th>Data Set</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early detection of Lungs Cancer is not manually possible</td>
<td>Modal is based on random forest algorithm, an algorithm of Machine learning.</td>
<td>Wisconsin data set of UCI repository will be used.</td>
<td>Four Comparison Parameters will be used. Accuracy, Precision Rate, F1-Score &amp; Recall.</td>
</tr>
</tbody>
</table>

A. Problem Background: There are many reasons of spreading cancer in the world, like un-healthy food, and it is a common disease in chain smokers and glass smokers. Lung’s cancer is a very dangerous disease in humans, and the mortality rate of lung cancer patients is increasing. Early detection of disease is very important to reduce the mortality rate. However, the main problems are initially ignorance about this disease by patients’ side; secondly, traditional manual approaches for the detection of lung cancer are being used by doctors’ side owing to a lack of facilities & advance equipment. These are major reasons for the increasing mortality rate of lung cancer patients worldwide, especially in poor and developing countries. It is an alarming situation for the world, and the question is how this situation can be handled and reduce the mortality rate of Lungs Cancer patients. Now a days, the world is transforming itself rapidly, and methods of detecting diseases and treatments are changing rapidly. Now early detection of diseases is necessary for increasing human beings’ survival rate. Advance machinery have been used like CT scan, MRI machine, X-Ray and ultrasound machines for pre-detection of diseases, generating image-based data for doctors. Mostly, doctors use traditional manual methods for disease detection and somehow, they fail in exactly detecting...
lung cancer disease. Suppose they detect that the patient is suffering from lung cancer but are not sure about the stage of lung cancer, such as a first, second or third stage.

To handle these types of situations, artificial intelligence has a great role. Machine learning algorithms are abundantly used in medical image processing worldwide. In previous research, it is observed that various classification techniques (QUEST, CHAID, CART, C5.0, NN, LR, SVM, DA and NB) have been used to measure the accuracy of algorithms by using 9 datasets (Adult, House, Credit, Segment, Car, White Wine, Red Wine NHANES & Vehicle). They analyzed which algorithm produced the best results with which dataset. Too much data is available regarding medical images, and is increasing daily. So many difficulties are being faced with finding meaningful patterns and relevant information from huge amounts of ungrouped and unlabeled data. Data mining is also a vast field of research. Data mining has many techniques for mining relevant data. Important data mining techniques are classification, regression, clustering, association rules, sequential patterns and prediction. There are also R-language, outlier detection and oracle data mining techniques etc. Data mining techniques greatly help researchers and companies get knowledge-based information from junk data.

Table 2: Comparative Analysis of Existing Approaches

<table>
<thead>
<tr>
<th>Author &amp; Year</th>
<th>Title</th>
<th>Proposed Model &amp; Algorithms</th>
<th>Limitations</th>
<th>Data Set</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tripathi, S., (2022)</td>
<td>Radgennets: Deep learning-based radiogenomics model for gene mutation prediction in lung cancer</td>
<td>Convolutional Neural Networks &amp; Dense Neural Networks</td>
<td>Prediction of gene mutation is the crucial problem in the previous work</td>
<td>130 patients PET/CT scans</td>
<td>Area under curve (AUC) score 94%</td>
</tr>
<tr>
<td>Ubaldi, L., (2021)</td>
<td>Strategies to develop Radiomics &amp; machine learning models for Lung Cancer stage &amp; Histology prediction using small data samples</td>
<td>Fusion of Radiomics &amp; Machine Learning Algorithms (Random Forest)</td>
<td>Radiomics fusion is not implemented in previous work</td>
<td>MAASTRO NSCLC collection (130 patient’s data)</td>
<td>Lung1 &amp; Testing of L-RT dataset (AUC = 0.72 ± 0.04 for Random Forest &amp; AUC = 0.84 ± 0.03)</td>
</tr>
<tr>
<td>Savitha, G., &amp; P. Jidesh (2020)</td>
<td>A holistic deep learning approach for identification and classification of subsolid Lung Nodules in computed tomographic scans</td>
<td>CRF+DCCN with SoftMax Classifier</td>
<td>CRF is not used in old work</td>
<td>LIDC/IDRI</td>
<td>89.48%</td>
</tr>
</tbody>
</table>

B. Contribution of this study
This study proposed the best model to process lung images by using classification modalities of random forest algorithm, an algorithm of machine learning for detecting cancer at early stages regarding accuracy and sensitivity rate. Moreover, this research used feature extraction techniques such as thresholding and image histograms to extract features from images. Before this research, these two techniques had not been used together. Pradeep K R et al., (2018) evaluated classification techniques for the prediction of survivability chances of lung cancer patients by using healthcare analytics. He wants to facilitate doctors for better detection of cancer survivability rate and to predict how many years a patient will survive so that the next treatment can be planned. This research implemented classification modalities to generate a hidden information pattern for predicting cancerous and non-cancerous images. This study evaluated accuracies, sensitivity and area under the curve with the random forest model and then compared it with other existing models. This study will help doctors and radiologists for the detection of lung cancer in CT scan images at early stages with better accuracy. A lot of work has already been done, and still, working is continued. It will be very beneficial for patients to save their lives and for doctors to pre-detect disease at an early stage of the disease. The aim of this research is that doctors could decide on further treatments according to the severity of the disease in the future.

Problem Statement
Early detection of lung cancer is very hard for doctors; they use traditional manual approaches and methods for the detection of lung cancer among patients. Human error chances are included in this way.

Research Questions
How to early detect lungs cancer using a random forest machine learning algorithm?
How to compare the random forest algorithm model with other existing models?

Research Objective
The first objective is to provide an early detection system to doctors for detecting cancerous and non-cancerous patients. The second objective is to improve the detection accuracy of lung cancer with proposed model, which will be comparatively better than other existing models. This proposed model will help doctors define stage (severity) of lung cancer disease so that doctors decide further treatments according to the severity (stage) of lung cancer disease in the future.

Methodology
This research work fell under the supervised random forest machine learning algorithm and data set. In this research work, the Wisconsin data set of the UCI repository has been taken. This data set is publicly available at the UCI repository. In this data set, features were extracted from data in which some noise is present in the form of irrelevant data types. This is because of some reasons as to make the dataset unknown. This research work has been divided into phases for good management and better execution of
processes in experiments. These phases consist of Data Processing, Features Selection, Classifications & Evaluation and Comparisons of Accuracies with other models. Below, there have been represented all the phases in graphical form.

**Phase 1: Data Processing**
Data Set carries data type constraints and missing values. Firstly, there was to find data type constraints and change these data type constraints according to the required data type. In the second stage of data processing, missing values were dealt with in python coding.

**Phase 2: Features Selection from Raw Data**
In 2nd phase, firstly, all missing values were filled with the mean function. It is because the mean function fills null value with the appropriate mean value and manually selects features. Most of the time, the model is responsible for features extraction, but four features were selected were manually 1. Shape 2. Texture 3. Geometry 4. GLCM.

**Phase 3: Classifications and Evaluations**
In 3rd phase, the data was divided into 80:20 ratios, which means 80% data is for classification and 20% for testing classified results. In this phase, the 10K-fold cross validation method was used, which means that 80% data set was divided into similar 10 folds, and 20% data was divided concerning training data. All models will be trained in 10 iterations and tested on every iteration. Consequently, mean accuracy was used for the results. Evaluations of models were performed through training accuracies. In this dissertation Model, the proposed random forest algorithm was used for classifying labeled data. A refine and agile model was built using a random forest machine learning algorithm for classification & evaluation regarding benign and malignant patients.

**Phase 4: Comparison of Accuracy with Other Models**
In the 4th phase, after implementing a random forest machine learning algorithm, there was a stage of collecting data by applying four parameters to results. These four proposed parameters are accuracy, precision rate, F1-score and recall. These parameters were calculated from the confusion matrix of the random-access algorithm. After gaining results, a comparison of results was performed with other models. The accuracy of the random forest model was better in comparison with other models for the early detection of lung cancer. Based on this accuracy for early detection of lung cancer, there was detected lungs cancer at an early stage, and it was decided that the target patient was cancerous or non-cancerous.

**Results and Discussion**
Recall
Recall is defined as in research point of view “What are the results of images in computer research Retrieval on retrieval of information is a subset of relevant documents that have been successfully retrieved. For example, for a text search in a set of documents, the retrieval speed is the number of results divided by the number of results that should return the correct number of results.”

F1-score
F1-score combines the precision and recall of the classifier into a single metric using the harmonic mean. It is mainly used to compare the performance of two classifications.

Logistic Regression
Logistic regression is a statistical model, a basic form for modeling binary dependent variables using logistic functions, although there are more complex extensions. In regression analysis, logistic regression (or logit regression) estimates the parameters of a logistic model (a form of binary regression). Logistic Regression has two types as Linear Regression and Logistic Regression. Logistic Regression was used in this research work and achieved the results as in Model 0: logistic Regression’s accuracy of 67%, precision of 41.67%, recall of 50% and F1-score 45.34%.

Decision Tree
Decision Tree is a flowchart-like structure where each internal node represents a “test” for a property (for example, whether a coin run goes up or down), each branch represents the test result, and each leaf node represents the result of the test. Class Label (determined after calculating all properties). In our research, the results of Decision Tree as Model one represents the accuracy of 33%, precision of 27.66%, recall 27.67% and F1-score 26.67% as in the figure below. This study achieved the lowest results among all applied models.

Random Forest
Random Forest or Random Decision Forest works by building multiple decision trees during training as a holistic learning method for classification, regression and other tasks and by producing classes as class models or predictions means / averages of a single tree. Our research’s best Model 2 as Random Forest represents the highest accuracy of 83%, precision. 91.67%, recall 83.34% and F1-score 84.34%.

Support Vector Machine
SVM (Support Vector Machine) is a special linear classifier based on the principle of maximizing margins. This increases the complexity of the classifier to achieve good generalization performance by minimizing structural risks. The second lowest results of Model 3 as a Support Vector Machine represent an accuracy of 50%, precision of 46.6 7%, recall of 44.34% and F1-score of 35.67%.

Figure 3: Results of Random Forest Model

Comparison of the Experimental Research
This research work implemented classification modalities to classify cancerous and non-cancerous patients. This study evaluated our model’s accuracy, precision, recall and area F1-score and then compared it with other existing models to find the accurate model. This study will help doctors and radiologists predict lung cancer in CT scan images at early stages with better accuracy as detailed discussion presented in our dissertation. The all-comparative results are mentioned in table number 4 below. In this research, it is noticed that on the image dataset the direct implementation for classification Support Vector Machine achieved the maximum classification results, but, in our case, SVM gained the second lowest results. Regression algorithms perform very well on unlabeled data most of the time. Even though this research work has made the 10,000 iterations but not achieved the maximum results as compared to Random Forest Model.

Table 4 Comparison with Previous Research work

<table>
<thead>
<tr>
<th>Modals</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>50%</td>
<td>46.67%</td>
<td>44.34%</td>
<td>35.67%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>67%</td>
<td>41.67%</td>
<td>50%</td>
<td>45.34%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>33%</td>
<td>27.66%</td>
<td>27.67%</td>
<td>26.67%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>83%</td>
<td>91.67%</td>
<td>83.34%</td>
<td>84.34%</td>
</tr>
</tbody>
</table>

Figure 1: Results of Decision Tree Model
Figure 2: Results of Random Forest Model
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<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>67%</td>
<td>41.67%</td>
<td>50%</td>
<td>45.34%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>33%</td>
<td>27.66%</td>
<td>27.67%</td>
<td>26.67%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>83%</td>
<td>91.67%</td>
<td>83.34%</td>
<td>84.34%</td>
</tr>
<tr>
<td>Support vector Machine</td>
<td>50%</td>
<td>46.67%</td>
<td>44.34%</td>
<td>35.67%</td>
</tr>
</tbody>
</table>

Table 1 Represents the All Models Accuracy, Precision, Recall and F1-Score

In table 4, it is clear about the performance of Random Forest as highlighted in table. Here the important thing is that the values of precision, recall and F1-score are label-wise counted in all models results, but in the above table, we took the average value of three labels.

Conclusion
The experimental outcome shows that the proposed methodology achieved an 83% accuracy rate as compared to other models and previous studies. Furthermore, this study will help doctors and radiologists predict lung cancer at early stages to save patients’ lives. This research used the UCI repository dataset, which contains the missing values, and those missing values create the noise in the dataset. This work removed these values with the mean function. This model used four algorithms: Logistic Regression, Decision Tree, Random Forest and Support Vector Machine. These are the frequently used algorithms in research of labeled based image data. The previous work shows that using the KNN algorithm achieved an accuracy of 77%, which is sufficient but not reliable. This study work chooses the other four algorithms, get the maximum accuracy and compares the results with each other. This research work calculated the average of three labels value in one parameter. Respectively, all models calculated the values as average values and made the table 2 to find out the best-suited model. This research provides the Random Forest algorithm as an efficient algorithm not only accuracy but as for precision, recall and F1-score. It achieved the accuracy, precision, recall and F1-score 83%, 91.67%, 83.34%, and 84.34%, respectively. These are the highest results among the other three algorithms and Logistic Regression is the 2nd algorithm among remaining two algorithms with the results as accuracy, precision, recall and F1-score, 67 %, 41.67%, 50%, 45.34% respectively. Remaining two models are below average of the results. In the future, there is the plan to use another remaining algorithm with this dataset and the image-based dataset without already extracted features. There will use some optimizer for enhancement of the model accuracy.
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